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INTRODUCTION

Matrix 
Definition:

 Matrix is the structural organization of numbers.

 it is a rectangular array of numbers which is arranged in a rows and columns.



It is denoted by ( ) or [ ] symbols. 

The array of numbers below is  an example of matrix.

a11 a12     a13      a14……………….. a1n

a21      a22     a23     a24……………….. a2n

a31      a32    a33     a34……………….. a3n

……   ……     ……     ……  ………………   …...

……    ……     ……    ……   ………..……    ……

am1    am2    am3   am4……………….. amn
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In  This matrix 

There are m-rows and n-coloums.

The order (dimension) of Matrix is m x n

The numbers a11   a12    a13   ……..  a ij… are 

called elements (or entries) of the matrix.

 Element a ij refers to the element located in the i-th row 

and j-th coloumn

 Thus the above matrix is expressed as

A=[aij]mxn
Where i= 1,2,3,..…….m

j=1,2,3………..n
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m-by-n Matrix

a
ij n- coloumns

a11 a12     a13      a14……………….. a1n

a21      a22     a23     a24……………….. a2n

a31      a32    a33     a34……………….. a3n

……   ……     ……     ……  ………………   …...

……    ……     ……    ……   ………..……    ……

am1    am2    am3   am4……………….. amn

j- changes

i-
ch

a
n

g
es

m-rows

An English mathematician named Cullis was the first to use modern bracket 

notation for matrices in 1913 

and 

he simultaneously demonstrated the first significant use of the notation A = 

[ai,j] to represent a matrix where ai,j refers to the ith row and the jth column



7

The term "matrix" (Latin for "womb", derived

from mater—mother) was coined by James

Joseph Sylvester in 1850, who understood a

matrix as an object giving rise to a number of

determinants today called minors, that is to say,

determinants of smaller matrices that derive from

the original one by removing columns and rows.

In an 1851 paper, Sylvester explains:I have in

previous papers defined-

a "Matrix" as a rectangular array of terms, out of

which different systems of determinants may be

engendered as from the womb of a common

parent.

https://en.wikipedia.org/wiki/Latin
https://en.wiktionary.org/wiki/mater#Latin
https://en.wikipedia.org/wiki/James_Joseph_Sylvester
https://en.wikipedia.org/wiki/Minor_(linear_algebra)
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 The number of rows and columns that a matrix has is called its dimension or its

order.

 By convention, rows are listed first; and columns, second.

Thus, we would say that the dimension (or order) of the above matrix is 3 X 3,

meaning that it has 3 rows and 3 columns.

 # Numbers that appear in the rows and columns of a matrix are called elements of

the matrix.

 In the above matrix, the element in the first column of the first row is 1; the

element in the second column of the first row is 2; and so on.

Matrix notation

We use symbols to identify matrix elements and matrices.

Matrix elements: Consider the matrix below, in which matrix elements are represented

entirely by symbols.



11 12

21 22

a a

a a

 
 
 

By convention, first subscript refers to the row number; and the second

subscript, to the column number.

Thus, the first element in the first row is represented by a11. The second element in

the first row is represented by a12. And so on, until we reach the fourth

element in the second row, which is represented by a22.

Matrices There are several ways to represent a matrix symbolically. The simplest

is to use a boldface letter, such as A, B, or C. Thus, A might represent a 3X3

matrix, as illustrated below.

1 2 3

4 5 6

8 9 10

A

 
 

  
 
 



Another approach for representing matrix A is:

A = [ aij ],

Where i = 1, 2, 3 and j = 1, 2, 3

This notation indicates that A is a matrix with 3 rows and 3 columns. The actual

elements of the array are not displayed; they are represented by the symbol aij.

Matrix Equality:

To understand matrix algebra, we need to understand matrix equality. Two matrices 

are equal if all three of the following conditions are met.

# Each matrix has the same number of rows.

#  Each matrix has the same number of columns.

#  Corresponding elements within each matrix are equal.
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2. Type of Matrices:-

(a) Square matrix

(b) Non- square matrix

(c) Row matrix

(d) Column matrix

(e) Triangular matrix:- Triangular matrix are four types

(i) Upper triangular matrix

(ii) Lower triangular matrix

(iii) Strictly upper triangular matrix

(iv) Strictly lower triangular matrix
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(f) Symmetric matrix

(g) Skew- symmetric matrix

Remark: Every square matrix can be expressed as sum of symmetric and skew-symmetric

matrix.

(h) Diagonal matrix

(i) Identity matrix

(j) Scalar matrix

Remark: -

Every scalar matrix is also a diagonal matrix but if the diagonal elements are 1 of the scalar

matrix then it is also an identity matrix. In other words, we can say that every identity

matrix is a diagonal and scalar matrix.
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TYPES OF MATRICES

1. Row matrix or vector

Any number of columns but only one row

 611  2530

 naaaa 1131211 



TYPES OF MATRICES

2.Column matrix or vector:

The number of rows may be any integer but the number of 

columns is always 1

















2

4

1










3

1



















1

21

11

ma

a

a





TYPES OF MATRICES

3. Rectangular matrix

Contains more than one element and number of rows is not equal to the 

number of columns





















67

77

73

11










03302

00111

nm 



TYPES OF MATRICES

4. Square matrix

The number of rows is equal to the number of columns

(a square matrix   A has an order of m)










03

11

















166

099

111

m x m

The principal or main diagonal of a square matrix is composed of all elements 

aij for which i=j



TYPES OF MATRICES

5. Diagonal matrix
A square matrix where all the elements are zero except those on the main 

diagonal

















100

020

001



















9000

0500

0030

0003

i.e. aij =0 for all i = j

aij = 0 for some or all i = j



TYPES OF MATRICES

6. Unit or Identity matrix - I

A diagonal matrix with ones on the main diagonal



















1000

0100

0010

0001










10

01

i.e. aij =0 for all i = j

aij = 1 for some or all i = j










ij

ij

a

a

0

0



TYPES OF MATRICES

7. Null (zero) matrix - 0

All elements in the matrix are zero

















0

0

0

















000

000

000

0ija For all i,j



TYPES OF MATRICES

8. Triangular matrix

A square matrix whose elements above or below the main diagonal are 

all zero

















325

012

001

















325

012

001

















300

610

981



TYPES OF MATRICES

8a. Upper triangular matrix

A square matrix whose elements below the main diagonal are 

all zero

i.e. aij = 0 for all i > j

















300

810

781



















3000

8700

4710

4471

















ij

ijij

ijijij

a

aa

aaa

00

0



TYPES OF MATRICES

A square matrix whose elements above the main diagonal are all zero

8b. Lower triangular matrix

i.e. aij = 0 for all i < j

















325

012

001

















ijijij

ijij

ij

aaa

aa

a

0

00



TYPES OF MATRICES

9. Scalar matrix

A diagonal matrix whose main diagonal elements are equal to the same 

scalar

A scalar is defined as a single number or constant

















100

010

001



















6000

0600

0060

0006

i.e. aij = 0 for all i = j

aij = a for all i = j

















ij

ij

ij

a

a

a

00

00

00



3.  MATRIX OPERATIONS

(a)    Matrix addition

(b)    Matrix subtraction

(c)    Matrix multiplication

(d)    Elementary operation 

(i)     Elementary row operation 

(ii)    Elementary column operation 
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4.    MATRIX PROPERTIES

(i)    Vector dependence:

(ii)    Matrix rank: No. of non- zero rows in echelon form is called rank of 

the matrix.

(iii)   Matrix determinant: Matrix determinant is a value (i.e. scalar 

quantity). 

(iv)    Matrix inverse:
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5.  CONCLUSION: USE AND ITS APPLICATIONS

(a) Matrix is used in advanced statistics, largely because it provides two benefits.

(i)    Compact notation for describing sets of data and sets of equations.

(ii)   Efficient methods for manipulating sets of data and solving sets of equations.

(b)    Operation Research (In LPP  : Transportation problems, Assignment problems,  

game theory etc. In NLPP  Hessian Matrix used function is convex/concave ) 

(c)    Networking Theory

(d)   System Theory , Control Theory

(e)  Summation, Mean scores, Deviation scores, Variance-Covariance etc.

1
0
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Distance Matrix of Cities of California (U.S.)



28



29

Mumbai Local Train Fare Matrix
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Use of matrices in Railways (Fare Display)



THANK YOU!
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